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A detailed kinotio model i, developed for the polymerization of poly(phonylono oxide) (PPO): Th~ Box 
oomplox to,hniquo i, u,od to obtain the be,refit value, of the par,motor, of the model (rata zongtant,), u,in8 
experimental data on the variation of the n..û mb.~.r=av.oral~ ~hain length (/~.) with time for one ,of of 
oondition,: A ,on,itivity ,tudy halo, to ,tmpltt'~ flat, l~tnott, ,~homo, The 8ox ~omplox method 8ivo~ the 
optimal value, of the four rata Ran,tent, a**oeiatod with thi~ ,impligod modal: The modal i, able to explain 
the two intoro,tin$ feature, of thi, polymerization, namely: (i) a ,low in,re#go in #n with time during the 
initial period, followed by a ,ha~ inor, a,o for a ,hart duration; and (ii) a dooroaao in the poiydi,por,ity 
index at ,area intermediate time, aggooiatod with the mixing of ,ovoral polymorio ,period baying different 
individual oh,in=length di,tribution,. The kinotio modal oan bo adapted for u,o for ,imulatin~ indu,trial 
PPO re,afar, who~in additional phy,ieal phenomena like heat and me** tranafor are pro,ant= 

(Ke~wordel poly(pMn#~ne oxlde)l klnefleel reu~tor Mmulatlon) 

INTRODUCTION 

In resent year,, thermopla,tis, have gained son,iderable 
popularity a, engineering material,. One of the more 
important among these i, poly(phenylene oxide) (PRO), 
sommemlally available a, Noryl= Thi, i, a high= 
molesuiar=weight polymer that hag exsellent thermal 
and mesh,nisei properties. It, gigs, transition tempera= 
turf t i, 205=210~C and it desompo,e, at relatively high 
temperature, (approx, 400~C)= The baskbone of the 
phenyl ring, in the polymer chain impart, high mesh,n= 
isal ,trength to the polymer even at a, low a temperature a 
a, =;!00°C The,e propertie,, sombined with its high 
sompatibility, ea,y proses,ability and glo**y look, make 
PPO very attrastive for ,everal application,, 

Several studio, have been reported in the open 
literature on the polymerization and the propertie~ qf 
PPO. These have formed the ,ubjest of three review,+:'= 
Hay +t el= ~ flr,t reported the formation of high=molesular= 
weight poly(phenylene ether), by the eatalytis osidation 
of the monomer, l,fi=di,uMtituted phenol, in ,olution, 
with oxygen gag bubbled through it, They al,o reported 
the formation of a we,to by=product, diphenoquinone, in 
,mall qktantitie, during polymerization. They later 
reported" work on the polymerization of monomer, 
having different ,ub,tituents= They oMerved that bulky 
group, gush as t=butyl on the ~,6=di,ub,tituted phenol 
prodused larger quantitie, of diphenoquinone= On the 
other hand, methyl or ethyl group, prodused high= 
mol~ular=weight polymers, l~lestronegative ,ub,tituenU, 
if pre,ent in the monomer, redused the extent of 
polymerization, TMy al,o found that amine somplexe, of 
a sapper gait are eff~stive sataly,t, for the polymerization 

To whom eorr~sl~ond~nge ~hould be addressed 

re,arian. The ratio of amine to sapper play, a srusial role 
in determining the final p rodust, of re,arian= 

l~ndre, and Kwiatek ~ ,hawed with experimental 
evidense that oxidation of ~,6=dimethylphenol in the 
pre,ense of sapper(t) shloride sataly,t give, polymer 
following the ,top=growth afghani,m. The main re,arian 
i, analogou, to bi~nstional polysonden,ation= A ,tudy 
of the rate, of osygen ab,orption in the polymerization 
of monomer, dimer, trimer and an intermediate polymer 
,hawed little dependence on the degree of polymeriza= 
tion= Thi, india,to, that the equal--reastivity hypothe,i, i, 
applisable= 

l~ndre, ,t at= 9 have ,hewn that formation of high= 
molesular=weight polymer and by=produst diphenoqui= 
none are sompeting rogation, in the oxidation of ~!,6= 
dimethyiphenol. They ,hawed that the rate~ of the,e 
rogations are very ,en,itive to re,arian ¢ondition~, 
e,pesially the Cu/ligand ratio. They al,o reported that 
insrea,ed temperature fay@r, the formation of dipheno-- 
quinone. Finkbeiner ,t at= '" ,tudied the role of osygen in 
this polymerization= They oh,erred that the ~ole funstion 
of osygen in the sataly,t ,y,tem i, to reosidize sapper(t) 
to eopper(tt)= Copper(n) i,, thug, the true oxidizing agent 
in the oxidative soupling reaction.. They reported 
formation of a sapper=lid,rid somplex, whish astually 
~atalyse, }he re,arian. A ,imilar ,fury wa~ serried out by 
MsNeliP' to determine the role of oxygen= He u,ed 
MnO~ a~ the oxidizing agent in,teed of ga,eou, oxygen= 
Similar re,ult, to tho,e of the earlier ,tudie, were 
obtained= He guggested a quinol ether mechanism for 
the polymerization= 
Several detailed meshani~m, have been propo,ed for the 
oxidative soupling polymerization ~, insluding thoae 
involving ionia intermediates and flee radisal,.. T,ushida 
~t el='" propo#ed a Mishaelis:Menten type of model to 
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describe the kinetics of this polymerization, Mobley 1~ 
proposed an improved model to account for catalyst 
deactivation during polymerization and for the differ= 
ence in reactivity between monomer and all other 
oligomers, In these experiments, the rate of oxygen 
consumption was used as a measure of the rate of 
reaction, Recent studies t4'ts on PPO focus on the use of 
copper complexes of immobilized polymer=bound 
ligands, such as 4=(N,N=dimethylamino)pyridine, for 
the oxidative coupling of disubstituted phenols, These 
provide higher catalytic activity and better specificity for 
PPO formation, 

So far, however, no significant efforts have been made 
towards modelling of the reaction and reactor system for 
PPO production, In view of the recent trend towards 
optimization and control of polymerization reactors, 
modelling of these reactors assumes considerable impor= 
lance= In this study, we first develop a detailed model for 
the simulation of PPO reaction kinetics, We represent the 
reaction mechanism in a generalized manner incorporate 
tag the most important reactions and solve the mass= 
balance and moment equations using appropriate l+=ts 
closure conditions, The Bos t° temples method is used to 
curve=fit some esp+rimental #n vs, t data s available in the 
open literature, A sensitivity study is then done on these 
parameters to identity the most important reactions in 
the kinetic scheme, It is observed that the reaction system 
is sensitive to only four parameters of the detailed model, 
The detailed kinetic scheme is simplified using this 
information, The parameters of the simplified model so 
developed are again curve=fitted, The simplified kinetic 
scheme developed hero is wall suited for use for the 
simulation of industrial PPO reactors wherein additional 
physical effects (¢,g, vaporization, heat transfer, mass 
transfer, et¢,) are present, as well as for their on=line 
control and optimization, 

FORMULATION 
Mechanism of 2,6=dimethylphenol polymerization 

The chemical formula of PPO is', 

L ="' J.., 

where n varies from 1 to about 2~0, The monomer of 
PPO is ~,6=dimethylphonol (2,6=DMP): 

~¢H NI ON 

l 

PPO is Formed when 2,6=dimethylphenol in solution is 
polymerized in the presence of a copper catalyst, The 

reaction takes place by the o~idative coupling o£ ;L6= 
dimethylphenol, The oxidizing agent for coupling is 
molecular oxygen, supplied to the reactor system either 
by sparging oxygen or by using some osidizing agent like 
MnO~, The reaction requires a copper catalyst, which is 
usually a halide salt of copper, such as copper(0 chloride, 
An amine ligand is used, which binds the copper catalyst 
and facilitates polymerization, The most popular ligand 
is pyridine, the presence of which obviates the need for 
removal of the water of reaction from the reactor because 
of steri¢ hindrance by its bulky phenyl ring, This prevents 
deactivation of the catalyst, The solvent used is normally 
toluene, but use of pyridine itself as a solvent has also 
been reported, 

The currently accepted mechanism of polymerization 
of 2,6=dimethylphenol has been presented by Aycock 
e/all= This, unfortunately, is not in a Form amenable for 
use in reactor modelling studies, We have rearranged this 
scheme so as to facilitate the kinetic modelling of 
reactions of species of arbitrary length= The side reaction 
leading to the formation of diphenoquinone is not 
considered in this study because of the very small 
quantities formed under industrially relevant conditions, 
Seven reactions have been considered in this detailed 
scheme, and these are given in Scheme/, In reaction 1+ 
the copper0) pyridine complex is oxidized to copper(H) 
pyridine temples, In reaction 2a, this activated temples 
reacts with the monomer to produce an intermediate 
species, which decomposes irreversibly to form an 
arylony radical, while regenerating the copper(t) pyridine 
temples, A similar reaction with the Cu(u)-pyridtne 
complex and higher=molecular=weight PPO molecules 
can also occur (reaction ;~b) to generate arylogy eliza= 
radicals, In reaction 3, an aryloxy oligoradical reacts 
reversibly with an aryloxy monoradteal to produce a 
quinol ether molecule, The latter can undergo irrever= 
sible intramolecular rearrangement (enollzatton) by 
reaction 4 to form a PPO molecule, Reactions 2-4 
together impart some kind of chain=growth character to 
this polymerization, since the chain length effectively 
increases by one 'ring' at a time, Two more reactions take 
place, which involve quinon¢ kotal formation, This 
species is formed by reaction ~ of Scheme l from two 
polymeric radicals (or one monoradical and one macro= 
radical)= The quinone ketal so formed can decompose to 
radicals by the reverse reaction, The radicals can be 
either the same as or enttrely different from the two 
radicals from which the quinone ketal molecule was 
originally formed, There is also an intramolecular shift of 
the eyclohesadten¢ group from left to right or from right 
to left in the qutnone ketal molecule, This is shown as 
reaction 6, The shift of the cyclohexadtene group to 
either the right or left and its subsequent break=up by the 
reverse step of reaction ~ leads to the formation of high= 
molecular=weight macroradicals, which combine (by the 
forward step of reaction ~) to produce high=chain=length 
molecules, One special case of reaction 6 is that 
associated with the shift of the group to one end of the 
chain, The repeat unit at the end of the chain then gets 
converted to a quinol ether, as shown in reaction 7 of 
Scheme 1, Reactions 4=7 effectively impart a step=growth 
character to PPO polymerization because they involve 
the joining tocether of two restrainers, 

The rate constants indicated in Scheme 1 are those 
associated with single sites, We must use appropriate 
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multiplying factors to account for the several possibilities 
o£ reaction between Individual molecules l~, In reaction 6, 
the rate constant associated with the shil~ in either 
direction is shown as k0. In reaction 7, the forward step is 
associated with the same rate constant, k~, since the 
rearrangements of the electrons are quite similar, 
However, the mechanism of formation of a quinol 

ether group is quite different, and the rate constant 
associated with the reverse step is written as k~, 

In order to proceed ~rther, we define several species in 
Scheme 2, The chain lensth, o£ any molecule reflects the 
number of 'rings' on that molecule, Table 1 shows the 
various reactions of Scheme 1 in terms of these species, 
The representation in this table is well suited for analysis 

01 ~ ~ O H  (monomeF) 

0# N - ~ O ~ O H ~ n l J , l : : :  

g°--I:':o' 
~R PYf 

I~i H 0 O= =(:lin=-2,|::: 
I= "R ~1~=1 "R PYf 

6 "t~ ~n:l "R 

R H 

R 

P1,1 i 
I 

Prljmi H n~mjm,1 jm*|::: 
(i n{ludis P1,1 aim) 
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Tablo I Kineti~ ~h~m~ for ~;6=DMP polym~ri~ation 

1: Catal~c~t o~iOation 
p~ridin~ ¢.* + ½0~ . . . .  Cu ~* 

- - ~o 

~: Ar~,lo~, radical ~noration 

3: Ouinol othor formation 

4, ~noli~aflon 

all ind~pondont po~ibilitio~ 

$: Ouinon~ l~tal formation 

.=m:m+ l;m+~,::: 
6: lntramol~ular rearrangement of quinon~ t~tal 

P~;.~ ~ P.*l,m=l or  Ps=l:n~*l 

7: 8p~ial  ~a~ of r~a~tion ti 

using conventional methods in polymer reaction 
engineering l~JT, 

Mass=balance equations 
The equations describing the variation of the canton= 

trations of the various species present in a (well mixed 
batch) reactor can be written, with some effort, using the 
schemati, reactions in Table 1, The final mass=balance 
equations are given in Table 2: While deriving these 
equations, extreme care hag boon taken to count the total 
number of ways in which the several sites on the reacting 
molecules can react, Also, we have studied the detailed 
electronic rearrangements taking place during reaction 
to achieve simplifications, A few examples indicate some 
of these details= The reaction between two arylo~y 
radicals always takes place in a head=to=tail manner, 
where the head is the oxygen end of the radical, Thu~, 
there are two ways in which two aryloxy radicals can 
react, The multiplying factor of 2 with ka in the fifth term 
of equation (23) accounts for this multiplicity, The 
multiplying factor of 2 in the fifth term of equation (2,6) 
can also be explained similarly, When a reactant 
decomposes to produce two products, the number of 
different ways in which it can decompose is similarly 
considered, For example, tn reaction $ of Table 1, we find 
that P.,m can decompose in two different ways to 
produce either gm=l and gn+t, or Rm.l and g . : l ,  This 
fact is accounted for in the third term of equation (2,21), 
as well as in the other equations for the quinone ketal 
species, In the tntramolecular rearrangement of the 
qutnone ketal species (reaction 6 in Table I), it can be 
observed that the cyclohexadiene group can move to the 
right or the left with equal probability= Hence, from P.,,. 

both P..t,~.:l and P.:Lm.l can be formed, This is 
reilected in the multiplying factor of 2 with k0 in the 
fourth term of equation (2=21)= This is, however, not true 
for some specific cases like lntramolecular rearrangement 
of Pm#t,m= In this particular ease, the movement of the 
cyclohexadiene group to the right produces Pm.Lm' and 
go, in effect, this reaction can be omitted, Only the shift 
to the left, which produces Pm,~,m=l, needs to be 
accounted for, Hence, the multiplying factor is unity in 
the fourth term of equation (2,19), Similarly, in the case 
of Pa,t, reaction 6 of the mechanism shown in Table 1 
does not take place since the shift of the cyclohesadtene 
group to the right produces Paj again, while the shift to 
the left generates Q~, which has been considered in 
reaction 7 of the mechanism, The~e and several similar 
details lead finally to the set of equations in Table 2 
(detailed derivation enumerating the possibilities can be 
supplied on request), To the best of our knowledge this is 
the first time that such a comprehensive scheme for PPO 
with its associated mass=balance equations has been 
presented in the open literature, 

A well established method of solving the infinite get of 
coupled mass=balance equations is to use the method of 
moments 1~'17, Several workers have studied polymeric 
reactions in the past using this technique, The various 
moments used in this study involving the several species 
(and the number=average chain length, On) are defined by: 

-= ok[o.] (1) 

-= n*[o.'] i2) 

~---1 

- =  l? IO.]  (41 
n---1 
O~ O~ 

l:Ep.,ol k -o, 1,2 

(6) 

8quations for the zeroth, first and so.end moments of 
the various polymeric species are derived by summing up 
appropriately the equations for each of the different 
species separately, The smaller set of equations so 
obtained is given in Table 3 (equations (3,1)=(3,11)), 
These moment equations alone do not comprise a 
complete set owing to the presence of terms like [Cua*], 
[gt], [PI=J], lot], g.%t [Pnd], etc,, on the right=hand side, 
I~quattons for these are also incorporated in Table J 
(equations (3,12)- (3,21)). 

It may be noted from Table 3 that the equation for 
[PLd includes [Qa] and [Ra], We add equations for 
these along with those for [Da] and [D~*] as equations 
(3.22)-(3,25), We still find five additional terms involv= 
ing the P.,m species on the right=hand side of the 25 
equations in Table 3, This makes the get incomplete, 
These terms are: [Pa 11, [Pa,a], g~=~[Pn,a], ~_=a(n + 3)[P.,~] 
and ~=a(n # 3) 5 [P~,~], It' equations are written for these, 
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Table i Ma++:balanee equation~ Per th~ variou~ +pe~ie+ 

dt 

d[D.] _= =ki{O.][Cu~] # k~[D~] # k~l[O.=l] tl + L+ .... 
+lt 

,a~ -= ~g [o.}[cu ++] : ~ [o~,] : ~+[o.'} . + i, ~+,:, 

d[lt'] =-k"[Ol} : ;!k~[Iti]+ : k+[ai] ~ [gm] * ;!k~+[Oi] * k~ ~_ [om] : #~+[gi] d, . "~_ [It0,] # ti+ ([Pi;i] * ~[P,. , i ] )  

dt " _ 

d[g~]d, # : ~_  ( [p'''] # ~+s= # Z Ip', '=l] '~ # f+~_ -= ~[t~3 : ;~+[a.]Iad ~IO.] : k~[g,,]{gt] ;+k+[l~.] [g.d * k~ [P,,=~:.::d * .+~_ [P.=t=,.] ~P,+d 

~ I ~ , ~ l  _ 

dt 

_ = #+:~{0,,] = ~ [ 0 . ] .  #+dp. :  u ]  : #+k[O,,] , . ~ :~,+ . . . .  

dl . . . . .  

~i[P"'d ~/a. ,d [ad .#+~{ll..]{il.~] ' 
dt 

~ 1 ~  ~ 

- -  - k~ [g , ,d  [g+] * k~ Ia,,] [ ~ ]  : ~k; [p,,:~] : ~ [P. :+] .  k~{P,,: ~ + ] ,  k-o [P..~:~} 

d [1% ~:.,] =/++ [a,+.+] Ig,d * k+ [t%.d Ig.,. d = ~/4 {1+,~.~ +,] : k~[l+,..~,,~), k~ it+,~++~,,,: ~] 

d 

~ l+~[l~s,l][gm] q-/++ II~n][gm, l] = ~lk~ IP,,;,,,] = ~lkO{l+n~,,] # kt+II+,,=h,,,,l] + kt+{P,t#l~,,,~l] ~t -- nt # .~ tlt + ~ : : :  

(~:1) 

(~,a) 

(~:o) 

(3:a) 

(~:9) 

(~:io) 

[::l~) 

(~,191 

(L~I) 

we rind new, hi~her=or@r term~ and the gm of equation~ 
never ~et~ completed, In feet, we have a hierarchy, of 
infinite equation~ a~ain, a~ in Table L The~e five term~ 
are referred to a, 'elo~ure variable~' in thi~ paper: 
Clo~ure eondition~ are required to break thia hierarchy, 
of equation~, The~e are alsebra|e equafion~ that expresa 
the elo,ure variable~ in termg of variable8 on the l~f't= 
hand aide in the get of equations (3,1) 02,$) of Table 3: 

We oan obtain ologure oonditiong for polymerization 
,ygtemg uginl~ different amount, ofingisht into the nature 
of the proeo,~, For esample, a ~tatisti~al (rather than 

kinmie) treatment of the quinone kraal rearrangement 
(reaction 6) a~ a random=walk proee~ could provide 
~ome ~uidanee ~or the elo~ure relation~ involvint/ the 
,peeie~ P.,.. Fortunatel:¢, ~ueh detailed development i, 
,eldom neee,~ar~¢, because of the relative insensitivity of 
the ~nal re,ult8 (monomer conversion, numberoaverat~e 
chain length #. and pol~cdi~persity index] to the e-xact 
equation u~ed, provided a small amount of ~he ba~ie 
character of the polymerization i~ reflected in the 
approximation= Semi=empirical elo~ure eondition~ are, 
thug, quite commonly u~ed, 
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Table 3 Comple te  set o f  m o m e n t  (and auxiliary) equat ions  

Moment equations 

d/zm = - k  I [Cu2+]# m q- k'l#* + k4~m 
dt  

A 
u ~  = k l  [Cu2+] .m - k'~.; .  - k 2 . ; ~  

dt 

dA0 
dt 

dA__ L 
dt 

dA2 
dt 

m = 0 , 1 , 2  

m = 0 , 1 , 2  

- k2#; - 2k3[R1]Ao + 2kg~o - 2k5Ao(Ao - [R1]) + 4k~ao 

= k2#~ - k3[RI](Ao + AI) + k3~l -- ks{2AoA1 - [R1](/kl + Ao)} + 2k~f~l 

-k2#~-k3[Rll(Ao+A2)+k~3(~2-2~I+2~o)-ks{2AoA2-[RI](A2+Ao)I+2kt5 (f~2 -- a l  +flO) -- 2 Z nm[Pn,m] 
m = ,  

d~ o 
d~- = k3[Rl])~° - (k~ + k 4 + k~)~o + k 6 Z [ P n . l ]  + k6[Pl,1] + k~[Q~] 

n = l  

d~ 1 o e  

d~- = k3[R1](A° + A~) - (k~ + k 4 + k~)~l + k6 Z ( n  + 2)[P.,l] + 3k6[Pl,l] + 2k~[Q1] 
n = l  

dSZ = 
at k3[R1](A2+2A'+A°)-(k3+k4+k'6)¢2+k6Z(n+2)2[P~'l]+9k6[Pl'l]+4k~6[Q1] 

n = l  

df2_._~o 
dt 

Auxiliary equations 

d[D,] 
- -  -k  I [ D l l [ C u  2+]  + k~ [ D ; ]  

dt 

d[D;] 
dt  = k, [Dl][Cu :+] - kl [D'~] - k 2[D~] 

e~ 

= ksAo(A 0 - [R,]) - 2kgf~ 0 - k6[Pl,,] - k6 Z [ P n , I ]  + kg(~0 - [Q,]) 
n=  1 

df~, = k5{2AoA, _ [RI I (A ° + .'~1)} - -  2ksft l  - 3k6[P,,1] - k6 ~ - - ~ ( F /  - } -  2)[Pn,l] + k~(~l - -  2[Q,])  
dt n=l 

oo 

df~2 = ks{2AoA2 + 2A~ - [RI](A 2 -- 2A 1 -- Ao) } - 2kga 2 - 32k6[Pl.l] - k 6 E ( n  +- 2)2[P.a] + k~(~2 - 4[QI] ) 
d t  n = l  

d[P,,l] 

oo 

d,"l, 
dt =k2[D]]-k3[Rl](A°+[R1])+k'3(~°+[Q'])-k5[R'](A°-[R'])+k'5 [ P ' " ] +  [Pn,,] 

d[Q,]  = k3[R,] 2 _ kg[Ql]  _ k4[Q,] 
dt  

dt  - ks[R1][R2] - 2k~[P,,1] - 2k6[Pl.1] -F kg[Q2] 

=k,([R,l+[R2])(Ao-[e,])-2k'sy][P.,,]-2k6y]P.,1]+k6 [P.,=]+[P2A+[P2.2] + k~(~o - [el]) 
n = l  n = l  

oc oo 

= ks[R1](A o + A, - 2[R1] ) + ks[Rz](A, + 2A o - 3[R,]) - 2kg Z ( n  + 2)[P.,l] - 2k6 Z ( n  + 2)[P..l] 
n = l  n = l  

+ k 6  (n + 3)[P.,2] + 4[P2,~] + 5[P2,2] -I- k6(~l - 2[QI]) 

d £=~1 oo o~ 
(n + 2)2[P.,,] = ks[R,J(A 2 + 2A 1 + A o - 4[Rl] ) + ks[Rz](A 2 + 4A 1 + 4A o - 32[R]]) - 2k~ ~ ( n  + 2)2[pn,,] - 2k6 ~ ( n  + 2)2[P.,,] 

n = l  n = l  

+ k g ( , 2 - 4 [ Q l ] ) + k 6 ( ~ _ 2 ( n + 3 ) 2 [ p n , 2 ] + 1 6 [ P 2 , 1 ]  + 25[P2,2]) 

nm[P~,m] = ksAl (AI - Ao) - 2k nm[P.,m] - 2k6ao + k;(( l  - 2~o) 
= = m = l  n=m 

d[Cu2+] 0.0 
dt  

dt  = kz[D~] - k3[R2][R1] + k;[e2] - ks[Rz][R1] - 2ks[R2](Ao - [R,]) + ks [P.,1] + Z[P~,2]  + [P,,I] + [P2,,] + [P2,2] 
\ n = l  n=2 

(3.1) 

(3.2) 

(3.3) 

(3.4)  

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 
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Table 3 cont inued 

diDO] = k, [D2][Cu 2~] k~l [D2] - k2[D~] (3.23) 
dt  

d[D2] 
-- - k  I [D2][Cu 2+] + ktl [D~] + k4[Q, ] (3.24) 

dt  

d[Q2] = k3[RI][R2] - k; [e2 ] - k4[Q2 ] - k;[Q2 ] + 2k6[Pl,,] 
dt 

(3.25) 

Closure conditions 

[P2.1] = 0.38~0.f 35 (3.26) 

[P2,2] = O. 11 f~O.f 2 (3,27) 

oc 

Z I P . , 2 ]  = O.18f~of (3.28) 
n--2 

oc 

Z ( n  + 3)[P.,21 = 0 .20Qtf  (3.29) 

"X5 

~ ( n  + 3)2[P,,,2] = 0.23~2f (3.30) 
n ~ 2  

where 

#0 + ~ 0  +A0 + / ~  +~0 
f - (3.31) 

(,Uo + ~o + Ao + #;  + ~o), o 

Closure conditions similar (but not identical) to the 
form used for nylon-6 and poly(ethylene terephthalate) 16 
did not work for the present system. We tried several other 
closure conditions (mostly deduced semi-empirically), 
before deciding upon equations (3.26) (3.30) of  Table 3. 
The coefficients and exponents in these equations have 
been estimated by curve-fitting data on #n vs. time taken 
from Endres and Kwiatek 8 under the following experi- 
mental conditions: 

at t = 0  

[Cu :+] = 0.045 tool dm -3 

# k = 0 . 7 5 m o l d m  3 k = 0 , 1 , 2  

#k = ~k = Ak = Qk = 0 m o l d m  -3 k = 0, 1,2 

[D1] = 0 .75moldm -3 (7) 

[Dn] = 0 mol dm -3 n = 2, 3 , . . .  

[Dn] = [Rn] = [Qn] = 0 m o l d m  3 n = 1 ,2 , . . .  

[Pn,m] = 0 m o l d m  -3 m = 1 ,2 , . . . ;  n = m ,m + 1, . . .  

More details on the development of  these closure 
equations can be found in ref. 20. 

RESULTS A N D  D I S C U S S I O N  

The set of  moment  (and other) equations (Table 3) 
corresponding to the detailed kinetic scheme can easily 
be integrated using Gear ' s  method (code D02EBF in the 
N A G  library) for stiff, ordinary differential equations 
(ODEs), for the initial conditions given in equations (7), 
and for a specified set of  values of  the rate constants. The 
initial estimates for some of these rate constants (viz. k3, ks, 

t t t 67 k6, k3, ks, k6) were taken from Hay et al. ' , while estimates 

Table 4 Rate constants  for PPO polymerizat ion (at 27°C) 

Optimal  values f rom Box 
Rate cons tant  Initial estimates 2° complex algori thm 

k 0 (dm3mol  ~s l) 0.490 0.490 
kl (dm3mol  i s  i) 0.579 0.571 
k2 (s 1) 1.127 1.135 
k3 (dm- tool I s 1) 4.825 x 10 4 4.977 x 10 4 
k 4 (s I) 1.930 1.839 
k5 (dm3mol  Is  1) 9.165 × 102 9.25281 × 102 
k 6 (S -1 ) 1.053 × 105 1.023 × 105 

k' 1 (s - l )  1.93 × 10 3 1.781 × 10 3 
k~ (s I) 3 .995x 10 7 4.448 × 10 7 
k; (s 1) 3 .995x 10 7 4 .065x  10 7 

k'6 (s 1) 0.105 0.124 

of the remaining rate constants were guessed, and then 
this entire set was modified slightly (tuned) till a 
reasonable (visual) fit was obtained between model 
predictions and the experimental data of  Endres and 
Kwiatek 8 on #n vs. time. The visually ' tuned'  values of  
the rate constants so determined are given 2° in Table 4 
(second column). We tried to improve the values of  the 
rate constants using the more rigorous and quantitative 

19 procedure of Box . The following error was minimized: 

N 
E Z i/ expt theor,~]/ expt 

= w i l U t n , i  - #n , i  J l / # n , i  (8)  
i 1 

where N is the number of  available data points and wi is 
. . . .  expt the weight given to the tth data point, #n,g • The theorettcal 

values of  the number-average chain length, theor #n,i  , are 
calculated at the same values of  t as the corresponding 
experimental points. The values of  wi are taken as unity 
for all but the last (i = 7) data point (t = 840 s). This is 
because the relatively larger value of the denominator  
makes the contribution of this term to E insignificant if 
its weight is the same as that for the other points. After 
some trial and error, we assigned a value of w 7 = 3 for 
this point. The Box complex algorithm requires a 
starting guess, ki,start, for the parameters. These are 
taken as the values in Table 4 (second column). 

These preliminary efforts did not give as good an 
agreement as we expected, particularly in the initial 
stages of  polymerization where values of  #n are relatively 
low (< 5). Closer scrutiny of the experimental procedure 

8 used by Endres and Kwiatek revealed that the polymer 
sample actually used for measuring #n experimentally 
would not contain much of the monomeric species, since 
these would be dissolved out. In order to account for 
this, we defined #n by the following modified equation: 

(/21 - [ D 1 ] ) +  (A] - [ R 1 ] ) +  ~1 + # ;  + ~1 
(9) 

]d'n = (~0 --  [D1]) + (A0 - [R1]) + ~0 + #~) + ~0 

instead of using equation (6). In equation (9), species D l 
(monomer)  and Rl are excluded from the computat ion 
Of#n. Such a definition is more likely to reflect the actual 
composition of the sample used for experimental analysis 
than does equation (6). Use of equation (9) along with 
the Box complex code and initial estimates for the rate 
constants (Table 4, second column) led to best-fit (or 
optimal) values for the rate constants as given in the third 
column of Table 4. Figure 1 (curve D) shows that the 
theoretically predicted values of #n using the optimal rate 
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constants of  the third column in Table 4 agree quite well 
with the experimental data of Endres and Kwiatek s. 

These rate constants were then varied to study the 
sensitivity of  the model results to changes. This was done 
to explore the possibility of obtaining a simpler kinetic 
scheme, which would involve fewer tuning parameters. 
The values of  the rate constants were varied by +20% 
individually, and the monomer conversion, /An and 
polydispersity index (PDI, see 'Nomenclature')  histories 
were studied. It was observed that the results were most 
sensitive to two rate constants, k I and k3. Since the values 
of the reverse rate constants in Table 4 (third column), k'l, 
k~, k~ and k~, were several orders of magnitude lower than 
the corresponding forward rate constants, we recomputed 
results putting all the reverse rate constants as zero (i.e. 
assuming that the reactions were irreversible). We found 
that the model results were essentially unchanged. 
Similarly, it was observed that model predictions were 
not affected much when k 2 and k4 were both made very 
large. On the other hand, when k 5 and k 6 were reduced to 
zero or made very large, significant changes were observed 
in the values of  conversion, /An and PDL Using the 

200 

160 

:K I 

4 0 -  o 

I 
0 200 400 600 BOO 

t , s  

Figure 1 The #n history predicted using the optimal rate constants for 
the detailed kinetic scheme (broken curves D, obtained using optimal 
rate constants of  Table 4, third column). Experimental points of  Endres 
and Kwiatek 8 are also shown. Results using the simplified (S) model, 
using the rate constants of  Table 8, are shown by full curves 

Table 5 Simplified kinetic scheme for 2,6-DMP polymerization 

1. C u  + + 21-O2 ~ C u  2+ 

2. D n + C u  2 + ~ R . + C u  2+ n = 1 , 2 , 3  . . . .  

3. R, + R1 ~ D , + l  n = 1 ,2 ,3 , . . .  

4. Rn + Rm ~ Pn,m-1 o r  Pn l,m 

m - -  1 ,2 ,3 , . . .  
(except m = n = 1) 

n = m , m +  l ,m + 2 , . . .  

5. Pn,m ~ Pn+l,m I o r  Pn-l,m+l all  independent possibilities 

6. Pn,i ~ D . + 2  n = 1 ,2 ,3 , . . .  

information generated from this sensitivity study, a 
simplified kinetic scheme was developed. This is given in 
Table 5. In order to maintain a resemblance with the 
original detailed kinetic scheme (Table 1), we have not 
renumbered the rate constants. The simplified model 
incorporates the very fast formation of  the aryloxy 
radicals (Rn) from the polymeric intermediates (D~,). 
Also, the reversible reactions have been made irreversible. 
The model still maintains the basic step-growth cum 
chain-growth character of the original scheme, which is an 
important feature of  this system. 

The balance equations describing the variation of the 
concentrations of the individual species present in a (well 
mixed batch) reactor can easily be written for the simplified 
kinetic scheme of Table 5. These are not presented here for 
the sake of brevity, but can easily be deduced by simplifying 
the corresponding equations in Table 2. They can be 
summed up appropriately to give the moment equations. 
The final equations, along with the additional (auxiliary) 
equations that are necessary, are given in Table 6. We need 
closure equations for this case as well to break the hierarchy 
of equations. These are the same as those used for the 
detailed model, and are also included in Table 6. The 
equations given in this table form a complete set, and are 
integrated numerically (using the D02EBF code) for the 
following conditions (similar to equations (7)): 

a t t = 0  

/Ak = 0 .75moldm 3 k = 0, 1,2 

Ak = 0 mol dm -3 k = 0, 1,2 

~k = 0moldm-3  k = 0, 1,2 

[D]] = 0.75 tool dm -3 

[D2] = [RI] = [R2] = [P],I] = 0moldm-3  
oo o~ oG 

Z{Pn, , ]  = Z ( n  + 2){Pn,l] = E ( n  + 2)2{pn,,] 
n = l  n = l  n = l  

= 0 mol dm -3 

[Cu 2+] = 0.045 tool dm -3 

(10) 

Figure 2 (curve S) shows the variation of/An with time 
predicted by the simplified reaction scheme, using 
identical values of the rate constants (required ones 
from Table 4, third column) as used for the detailed (D) 
model. We find that the results are quite similar except at 
large values of t. We retune the parameters k], k3, k5 and 
k 6 of the simplified kinetic scheme so as to give the best 
quantitative fit with respect to the experimental/A n vs. t 
data of Endres and Kwiatek 8. The Box 19 complex 
algorithm was again used for this purpose. This 
algorithm minimizes the error defined in equation (8). 
The starting estimates of  the relevant rate constants are 
given in Table 4 (third column) and the ranges 21 (bounds) 
are given in Table 7. The CPU time for one such set of 
calculations (about 30 iterations) was about 1500 s on a 
Convex 220 minisupercomputer. 

Figure 3 shows the variation of the error E with the 
iteration number for one set of choices of the algorithm 
parameters 21 used (see Table 7). We find that there is no 
significant reduction in the value of E beyond about 20 
iterations. Figures 4 - 7  show the variations of  kl, k3, k5 
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Table 6 Comple te  set o f  equat ions for the simplified kinetic scheme 

Moment equations 

d#o _ 

dt 

d#l _ 

dt 

d#2 _ 

dt 

o c  

- -  - k l  [Cu2+]izo ÷ k3[RI]AO - k6 Z [ P n , I ]  -- k6[Pl.I] 
n = l  

o c  

- -  -- - k  I [Cu2+]# 1 4- k3[RI](Ao + A1) -- k6 Z ( n  + 2)[P,,,,] + 3k6[Pt.l] 
n =  I 

,)c, 

- -  -- - k  I [Cu2+]#2 + k3[RI](A2 + 2A1 + Ao) + k6 Z ( n  + 2)2[pn,l] + 9k6[Pl..] 
n = l  

dAo 
d~- = kl [Cu2+]#o - 2k3[R1]Ao - 2ksAo(Ao - [R1]) 

dA~ 
dt - kl ICu2+]#l - k3[Rt](A° + A1) - ks{2AoAi [RI](A1 + Ao)} 

dA2 
dt - kl [ C u 2 + ] / / ' 2  - k3[RI](A° +/~2) - ks{2AoA2 - [RI](/~2 + )xo)} 

d~o 
.wo 

- ksAo(Ao - [RI]) - k6[Pl,1] - k6 Z[P, , ,1]  
dt  

n = l  

d~] 1 
o c  

- ks{2AoA~ - [RI](Ao + A1)} - 3k6[Pl.l} k6 Z ( n  + 2)[P.,I] 
dt  n=l 

,vc  

df~2 - ks{2AoA. + 2A 2 - [RI](A2 + 2Ai + Ao)} - 9k6[Pl.l] - k6 Z ( n  + 2)2[P.,1] 
dt  ~ n=l 

Auxiliary (additional) equations 

d ~ 
[RI] = k, [DI][Cu 2+] - 2k3[Rl]" k3[R,] y~ jR, . ]  - ks[RI](A 0 - [R1]) 

m = 2  

= k I [D2][Cu 2+] - k3[Rz][RI] - ksIRz][R1 ] - 2ks[R2](Ao - [RI]) 
d 
dt  [R2] 

d [ D , ]  

d i D 2 ]  

d[e,,j] 
o c  

d t_~ l  [ P < l ] d  = 

o c  

~ _ l (  n + 2 d  = ) [Pn, l] 

d .o 
~ ( n  + 2)- P,,,, 

d[cu +] 

Closure conditions 

[P2,,] 
[P2,2] 

ZEP°,2? 
n 2 

~-~(n + 3)[Po,2] 
n - - 2  

~c  

Z ( n  + 3)2[P,,.2] 
n - - 2  

where 

= kl [Di}[eu 2+] 

= - k ,  [D2][Cu 2+] + k3[R]] 2 

= k2[R2][R,] - 2k6[Pl,l] 

= ks(JR1] + [Rz])(Ao - JR,l) - 2k6 Z I P . , 1 ]  + k6 [P.,2] + [P2.~] + [P2.2] 
n =  1 

vo (~.x, 3) [Pn.2] + 4[P2.1] ÷ 5[P2.2]) = ks[Rl](Ao + A1 - 2[Rl]) + ks[Rz](A~ + 2Ao - 3[R1]) - 2k6 Z(n.=, + 2)[P,,,1] + k6 k._~.~z(n + 

o c  

= ks[R1](A2 + 2AI + Ao - 4[R1]) + ks[Rz](A2 + 4At - 4Ao - 32[R,]) - 2k6 Z ( n  + 2)2[P.,.,] 
n =  1 

+ k 6 (n + 3)2[P,,,2] + 16[P2,1 ] + 25[P2,2] 

=0.0 

-- 0 .38Qof  3.5 

= 0.11 f~o.f2 

= 0 .18~0f  

= 0.20K~t f 

-- 0 .23~2f  

# o + ~ o + A o  
f =  (Izo + ~o + Ao)t=o 

(6.l) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

(6.12) 

(6.13) 

(6.14) 

(6.15) 

(6.16) 

(6.17) 

(6.18) 

(6.19) 

(6.20) 

(6.21) 

(6.22) 

(6.23) 

(6.24) 
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Figure 2 The/~ vs. time histories as predicted by the simplified (S) and 
detailed (D) kinetic schemes using the rate constants (as required) of 
Table 4 (third column) 

Table 7 Parameters used for the Box algorithm (see ref. 21) 

( i )  0 . 5  ~< ki/ki,star t <~ 1 . 5  

i =  1 , 3 , 5 , 6  

(k i , s ta r  t from Table 4, third column) 

(ii) Computational parameters for the Box complex algorithm 

c~= 1.3 
;~ = O.Ol 
7 = 5  
t5 = 0.0001 

Random numbers generated using G05CBF and G05DAF subroutines 
of the NAG library 

and k 6 with the iteration number, as the best-fit values 
are attained. It can be seen that the values of  kl and k 3 
have stabilized at about 30 iterations, about the same as 
where the error E has stabilized. On the other hand, the 
values of k5 and k 6 have not stabilized, and continue to 
vary somewhat erratically. Since the values of  #n are far 
more sensitive to kl and k 3 than to k 5 and k6, we take the 
values of the latter two rate constants at iteration 
number 30 as the best-fit values. The four best-fit 
values are given in Table 8. It may be added that two 
of  the rate constants change with iteration number in a 
somewhat correlated manner. This is purely a coinci- 
dence, and such correlations would vanish with a 
different choice of  the initial (guess) solution. 

Figure 1 shows the variation of #n with time as 
predicted by the simplified (S) model using these best-fit 
values. We see that the number-average chain-length 
history predicted by the simplified model compares 
favourably with the experimental data 8. In fact, it shows 
a slightly better agreement at the high-molecular-weight 
end than the detailed (D) kinetic model with the optimal 
rate constants of Table 4 (third column). We recommend 
the use of the simplified model for simulation work. 

Figures 8 and 9 show the variation of monomer 
concentration and the overall P D I  (see 'Nomenclature '  
for exact definition) of  the polymer formed, using the 
best-fit values of  the rate constants in the simplified 
kinetic model (curves indicated by 0). Unfortunately, 
Endres and Kwiatek 8 do not report experimental results 
for these important quantities. It is observed that the 
monomer, D1, depletes fairly rapidly (to low-molecular- 
weight species), even though high values of #n are 
attained much later. This is typical of step-growth 
polymerization, and is a consequence of  the special 
kinetic scheme associated with PPO polymerization, in 
which both chain-growth and step-growth characteristics 
are present. The P D I  plot in Figure 9 shows a decrease in 
the PDI  after t ~ 425 s (point C), and an increase again 
with t after about 600 s (point D). Detailed studies 2° 
of  the #n and P D I  of the individual species (Rn, D n and 
Pn,m) have been made to explain the unusual behaviour 

w 2 

I I I I I I 

0 10 20 30 
Iterotion number 

Figure 3 Variation of error E with iteration 
optimization by the Box complex algorithm 

I 
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Figure 4 Variation 
optimization by the algorithm of Box 
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Figure 5 Variation of k3/k3,star t with iteration 
optimization by the algorithm of Box 
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Figure 6 Variation 
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of k5/ks,star t with iteration number during 
optimization by the algorithm of Box 

of  the PD1 of  the overall polymer. It  is found that the 
overall PDI  increases during 100 s < t < 425 s (path BC) 
because of mixing of large (but decreasing) amounts of  
R1 (higher R n are almost absent) with almost equal 
amounts  of  D, ,  whose chain length increases with time. 
Thereafter (for 425 s < t < 600 s; path CD) the amount  
of  R 1 becomes negligible, and the overall PDI is 
determined primarily by the PDI  of  the Dn species 
alone, and this decreases with time. The increase of  the 

1.2 

"Y 1-0 
2 
ol 

~D 

~D o. i 
0 . 6 [  I I I I I I 
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I tera t ion number 
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40 

Figure 7 Variation of k6/k6,s tar  t with iteration number during 
optimization by the algorithm of Box 

Table 8 Best-fit values for the parameters of the simplified kinetic 
scheme 

k ~ - 0 . 5 6 8 d m 3 m o l  ~s l 

k 3 - 4 . 8 5 5 x  10 4dm3mol l s t  

k 5 - 10.74899 x 102dm3mol -I s i 

k 6 = 0.5854 x 105 S I 

Value of E at iteration number 30 is 0.967 788 

1.0 ÷20.% 1oE 
0° tf / 

0 ^ . .  °F// 
o o 

0.4 
E 
O 
E 
O ~r 

0.2 

0 i I 
0 200 

I I I I I I 
400 600 800 
t ,S  

Sensitivity of monomer conversion history to k I for the Figure 8 
simplified model. All other rate constants are at the values given in 
Table 8 

overall P D I  after t ~ 600 s (path DE) is associated with 
larger amounts of  high-chain-length Pn,m species, which 
get formed after this time. 

A detailed sensitivity study is now carried out for the 
simplified model. This gives some (qualitative) idea of the 
effect of temperature on the #n history, since experimental 
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Figure 9 Sensitivity o f P D l  (t) to k I for the simplified model. All other 
rate constants are at the values given in Table 8 
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F i g u r e  10 Sensitivity of #n(t) to k I for the simplified model. A l l  other 
rate constants are at the values given in Table 8 

results on the activation energies of  the rate constants are 
not available in the open literature. The rate constants 
are varied by +20% individually around the values in 
Table 8. Figures 8-10  show the results corresponding to 
changes in k 1. Significant changes, particularly in the 
final values of  #n, are observed as kl is changed. The 
value of # ,  rises to as high as 900 for a 20% increase in 
kl. This stresses the need for good temperature control of  
the reactor, as well as for a good estimate of  this rate 
constant using more (and as yet unavailable) experi- 
mental data. The final value of  the PDI  is not 
significantly altered, nor is the final value of  the 
monomer  convers ion- -bo th  of  interest to a reactor 
engineer. The higher rate of  conversion corresponding to 
higher values of  k I is as expected. 

Figures 11 and 12 show similar effects associated with 
the variation of k3. In this case also, #n rises to 
significantly higher values, though not as much as in 

aO0 

300 

~, 200 

I00 

0 I I I I 
0 200 400 

t , s  

+20% 0 

I i I I 
600 800 

Figure 11 Sensitivity of/~n(t ) to k 3 for the simplified model. All other 
rate constants are at the values given in Table 8 
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Figure 12 Sensitivity of PDI(t) to k 3 for the simplified model. All other 
rate constants are at the values given in Table 8 

Figure 10, by a 20% increase in k 3. This is expected 
because a larger value of k 3 leads to an early end of the 
chain-growth phase of the reaction by depleting Rl at a 
higher rate. This leads to higher concentrations of  long 
molecules in the reaction mass, which triggers the step- 
growth phase. The behaviour of  the PDI  history, on the 
other hand, is in complete contrast to that observed in 
Figure 9. The peak is higher for lower values o f k  3. This is 
because lower values of  k3 prolong the presence of R1 in 
the reaction mass, while higher-chain-length D ,  species 
are formed. This leads to higher dispersity in the 
macromolecular  system, which, in turn, leads to higher 
values of  the PDL 

When k5 and k 6 are varied by +20%,  it is observed 
that there is relatively little change in the histories of  
monomer  conversion, #n and PDI. The change in the 
values of  #n, PDI  and monomer  conversion at t = 840 s 
for this situation is given in Table 9. The model results 
are, thus, relatively insensitive to small changes in these 
two rate constants. In view of this, one could as well have 
used the initial (guess) values of  k5 and k 6 (Table 4, third 
column), though we recommend the use of  the values 
suggested by the Box algorithm, which give slightly 
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Table 9 Variation of monomer conversion, #n and PDI at t - 850 s k i 
associated with changes of +20% in k 5 and k 6 

Rate kti 
constant Amount Monomer 
changed changed conversion #n PDI Pn,m 

- 0% 1.0 200.0 1.876 
(reference) 
+20% 1.0 201.285 1.882 
-20% 1.0 198.270 1.869 
+20% 1.0 200.0 1.876 
-20% 1.0 200.0 1.876 

k5 
k5 
k6 
k6 

improved  results.  The reac t ions  wi th  which k5 and  k 6 are 
assoc ia ted  canno t  be e l imina ted  f rom the simplif ied 
kinet ic  scheme since these wou ld  e l iminate  the crucial  
in te rmedia te  species, Pn,m' which are real ly responsible  
(as d e m o n s t r a t e d  in ref. 20) for  the sudden  increase in the 
value o f  #n beyond  t ~ 600s,  and  lend a s t ep-growth  
charac te r  to the po lymer iza t ion .  L a r g e  var ia t ions  o f  k 6 
do,  indeed,  lead to changes  in the results.  In  view of  this, 
it wou ld  be i n a p p r o p r i a t e  to e l iminate  k 6 and  replace  
reac t ions  4 6 o f  Table  5 by: 

R ,  + R m k--~S Dn+ m (11) 

even t hough  using equa t ion  (11)with a re tuned  set o f  rate  
cons tan t s  k l ,  k3 and  k5 could  fit the s ingle  avai lab le  set o f  
#n(t)  da t a  equal ly  well. Indeed  there is a (small)  
l ike l ihood  tha t  we m a y  have to give up  the simplif ied 
mode l  o f  Table  5 and use the fundamen ta l ly  sound  and  
more  de ta i led  kinetic  scheme o f  Table  1, if  fu ture  
exper imenta l  da t a  po in t  t owards  tha t  direct ion.  

C O N C L U S I O N S  

A simplified, f o u r - p a r a m e t e r  kinetic  scheme is deve loped  
for  the p r o d u c t i o n  o f  po ly(phenylene  oxide). The #n, 
P D I  and  m o n o m e r  convers ion  histories  pred ic ted  by this 
mode l  are  found  to give results  tha t  are in r easonab le  
agreement  with those pred ic ted  by  the more  de ta i led  
model ,  as well as wi th  some exper imenta l  da t a  on #n(t) .  
The new mode l  involves the use o f  only  four  pa ramete r s ,  
o f  which only  two need to be es t imated  accurate ly .  
O p t i m a l  values o f  these pa rame te r s  are ob t a ined  so as to 
minimize  the weighted sum of  no rma l i zed  errors  with 
respect  to some exper imenta l  #n vs. t data .  This s imple 
kinet ic  mode l  can now be used to s imulate ,  op t imize  or  
con t ro l  indus t r ia l  PPO reactors .  
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N O M E N C L A T U R E  

D n po lymer  molecule  wi th  n repea t  units 
DT~ po lymer ic  in te rmedia te  with n repea t  units  
E e r ror  (equa t ion  (8)) 
f ra t io  o f  to ta l  n u m b e r  o f  molecules  (all species) to 

the n u m b e r  o f  molecules  present  ini t ial ly 

P D I  

Q. 
R .  
t 
w 

c~ k 

)~k 
#k 
#k 
#n 

~k 
~k 

rate constants  for forward reactions (dm 3 mol ~ s 
o r  S -1 ) 
rate constants  for reverse reactions (dm 3 mol ~ s 
or s l) 
qu inone  keta l  molecule  with n repeat  units on the 
left o f  the cyclohexadiene  group  and  m repeat  
units on the r ight  
po lydispers i ty  index (_= ~0c~2/c~ 2) of  the entire 
m a c r o m o l e c u l a r  species 
quinol  e ther  molecule  with (n + 1) repeat  units 
po lymer ic  a ry loxy  radica l  with n repeat  units 
t ime (s) 
weight fac tor  in the er ror  E 

sum of  k th  moments  o f  all macromolecu la r  species 
(=  Pk + #~ -t- /~k + ~k + ~k, Of #k + Ak + ~k); 
k = 0 , 1 , 2  ( m o l d m  3). 
k th  m o m e n t  o f  R species; k = 0, l ,  2 (tool d m  -3) 
k th  m o m e n t  o f  D species;  k = 0, l ,  2 (mol dm 3) 
kth  m o m e n t  o f  D species; k = 0 , ] , 2  ( m o l d m  3) 
number -ave rage  chain  length o f  the entire macro -  
molecu la r  species ( ~  C~l/~ 0 or  as in equa t ion  (9)) 
k th  m o m e n t  o f  Q species (mol dm 3) 
kth  m o m e n t  o f  P species (mol d m  -3) 

[ ] mo la r  concen t ra t ion  ( m o l d m  3) 
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